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ABSTRACT
According to “ Institute of Medical investigation report” , a half above percentage(58%) is a mistake which is caused by doctors can
avoid in the medical injury, because medical care is risky. In Taiwan, medical events with delayed diagnosis occur increasingly.
When facing the busy hospital environment, the examining time that a doctor has is limited. Thus, how to face patients to make the
correct diagnosis is a quite important thing to doctors. This research uses Affinity Set, Rough Set, Back-propagation Neural
Network, Logistic Regression, and SVM as tools of data mining to classify and analyze the relation within medical data. This
research uses Receiver Operating Characteristic(ROC) curve to compare forecasting abilities with these five methods. Studying
results indicate the forecast ability of SVM is the best, and the second best is Affinity. However, SVM cannot explain variables, this
research chooses Affinity Set to be the final forecasting model. Affinity Set reaches 90%. Blood pressure and pulse are the frequent
attributions. Therefore, when doctors diagnose patients, they should take these two attributions first. Affinity Set with high hit rate
generated rules to offer doctors a reference when doctors make a diagnosis to increase accuracy and decrease delayed diagnosis.
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