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ABSTRACT
The chances of invasion through Internet are increasing for the popularity of computer networks. Thus, intrusion detection systems
(IDS) are eagerly in demand. However, for traditional DS, it is vital that their accuracy rates are too low and their false alarm rates
are too high due to the high complexity of invasion behaviors. The issue of promoting the effectiveness of IDS has become
unavoidable today. This thesis focused on analyzing the packets of DARPA set with technologies of data mining and fuzzy theory.
First, misuse rules of intrusion detection were constructed by using the C5.0 algorithm to build decision trees of intrusion training
packets. Following that, all training packets were classified by ISODATA algorithm into 67 clusters; each cluster will form a decision
tree by C5.0 algorithm, and each route from the root node to a leaf node within the decision tree becomes a near-anomaly rule of
intrusion detection. For each newly incoming packet, the misuse rules of intrusion detection will be applied first to identify its attack
pattern. If not identifiable, the packet will be examined by those near-anomaly rules of intrusion detection. The distances between
the packet and each center of 67 clusters (only one near-anomaly rule will be fired for each cluster) were calculated. Finally, the
packet will be regarded as belonging to a particular behavior (normal or intrusion) which corresponds to the largest weighted sum of
memberships relative to the calculated distances. On the other hand, three kinds of sequential invasion patterns were also proposed
by examining the packets of the same source and destination IP” s. An alarm would be issued early when a user was trying to invade
a server under one of the proposed sequential intrusion patterns. Thus, damages of the three invasions could be reduced.
Experimental results of testing DARPA dataset illustrated the effectiveness of proposed methods, including both the fuzzy
classification for a single packet and sequential invasion patterns for multiple packets. The average accuracy rates of fuzzy
classification and sequential invasion patterns are 86% and 60%, respectively. In addition, the rate of false alarm of the proposed
fuzzy classification is also reduced to only 2%. Thus, the proposed techniques can improve the problems of traditional techniques of
intrusion detection in both accuracy and false alarm rates.
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