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ABSTRACT
With the growth of Internet, the number of hackers is increasing. Therefore, how to protect information security and avoid
intrusions is an important issue. In order to prevent the behavior of intrusion to Internet, many software tools or methods such as
intrusion detection systems have been proposing. However, in the past twenty years, the operation of intrusion detection systems still
cannot be efficient. The reason is that existing intrusion detection systems are still with low detection rate and high false positive.
Especially, high false positive lets system managers refuse to use intrusion detection systems. Therefore, in order to increase the
effectiveness of intrusion detection and reduce the false positive, we propose a hierarchical clustering algorithm for intrusion
detection. Our proposed method is the highly accurate hierarchical clustering algorithm, which is suitable for clustering network
packets. The proposed clustering algorithm can accurately generate normal and abnormal clusters, and is more efficient and
accurate than existing clustering methods.
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