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ABSTRACT
The data store in a large database is usually vast, and the work of data analysis becomes more and more hard. Data mining
technique was explored in order to find the useful data efficiently in a database. Now, many researchers study the relevant technique
in data mining, and there is a popularly issue to find the association rule from database transactions. The association rule is to find
interrelationship between data in a database. Association rule processes usually have two steps: The first, to produce large itemset.
The second, according to the large itemset produce rules from the first step. The first step is the bottleneck of algorithm usually.
There are many researchers have studied the relevant research about this problem. Now in this paper, we focus on the threshold of
the rule from the first step. In order to the rule has meaningful, so the rule must be greater than the threshold of support and
confidence. But the threshold is given arbitrarily. It is no any reason, and it is an invalid value if the threshold higher or lower. In this
research we will try to modify the threshold by a new method. We expect the new method can make the important rules more
meaningful. It cannot only clear the confusion of making the threshold, but also the rule can be meaningfully and reliably. In this
paper, we invent Mean Itemset Divide Method, and use this method to get optimal threshold. We produce some of random data
source for our research. And aimed at the produce data and deal with the Mean Itemset Divide Method, we present the result by a
visualized method to analyze the trend of experimentation for the future work.
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